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The Case foran Open Data
Lakehouse Powered By Cloudera

The key to unlocking the full potential value
of dataisimplementing an open, flexible, and
unified lakehouse architecture.
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Introduction

Data teams are under pressure to
deliverawide range of analytics
use cases, fromreal-time Business
Intelligence (Bl) to Al-powered
applications, to delivering insights
to a growing number of technical
and non-technical data consumers.
At the same time, they must manage
rapidly expanding volumes of
structured, semistructured, and
unstructured data, whichis often
distributed across several data stores,
inmultiple clouds and on premises.
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One solutionthat solves many of the challenges of
managing and delivering access to dataisanopen
datalakehouse, an architecture that combines the
flexibility and scalability of data lake storage with the
datamanagement, data governance, and analytics
performance of the datawarehouse. Akey component
of the open datalakehouse architectureisanopen
table format, which provides warehouse functionality
and ease of data management, delivers high-
performance analytics, and gives teams full control
overtheirdataand the freedomtoleverage any
executionengine. This paper explores Cloudera’s
implementation of Apache lceberg, anopentable
format thatis quickly gaining popularity forits ability
to deliverhigh-performance analytics at petabyte
scale while dramatically simplifying data operations.
With Clouderaand Apache Iceberg, organizations
canbuild andimplement an open datalakehouse
architecture across all of theircloud and on premises
environments to satisfy virtually any analytic workload.
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The Need for the Data Lakehouse

Decades ago, businesses adoptedlegacy data
warehouses, whichwere primarily designed toingest,
store, and analyze structured data from on premises
business systems. As data grewinvolume, variety, and
velocity, these proprietary, appliance-based systems
struggledto scale efficiently, and as the demand for
insights grew, datateams could not meet Service-Level
Agreements (SLAs) forquery performance.

To address those challenges, many organizations
turned to the data lake, which provided cheap,
efficient, andinfinitely scalable storage forlarge
volumes and avariety of data types. However, the
datalake was not built foranalytics. As aresult, most
companies found themselves managingacomplex,
distributed architecture of datalakes and data
warehouses, and moving and copying data from
the datalake into the warehouse to make that data
available forBlandreporting.

Query enginesdirectly ondatalake storage, as well as
providing access to datainthe datalake fromrelational
databasesvia external tables, were the first attempts
to circumvent the inefficiencies of distributed architec-
tures and unify the data. Organizations querying data
directlyinthe datalake discovered that standardizing on
openfile formatslike Apache Parquet and Apache ORC
provided substantial compression and performance
benefits overfile formats like CSV and JSON, but the
data lake stilllacked the write functionality and the ease
of management of the datawarehouse.

Opentable formats build onthe compressionand
performance benefits of open file formats and
effectively bridge the gap between the datalake
and datalakehouse, providing full data management
functionality with Atomicity, Consistency, Isolation,
Durability (ACID) guarantees to support any data
engineering task. Additionally, they deliverinteroper-
ability, so dataconsumers canleverage the best tool
foreachworkload, and quickly adopt newinnovations
towork with the data.

The next section explores the components of anopen
datalakehousein more detail.

-
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The Components of an
OpenDatalLakehouse

Gartnerdefines adatalakehouse as anarchitecture
that “integrate[s] and unif[ies] the capabilities of data
warehouses and datalakes, aiming to supportAl, Bl,
ML and data engineering on asingle platform.”An
opendatalakehouse stack leverages four essential
components to satisfy these criteria:

1. The storage layer. Object storage, eitherinthe
cloud oron premises, represents the primary
landing zone for significant volumes of customer
and operational data, anditis the foundation of
the datalakehouse.

2. Thetablelayer. Opentable formatslike Apache
Iceberg bring datawarehouse functionality to data
lake storage, including transactional consistency,
performance benefits, optimal storage utilization,
and more.

3. The engine layer. Execution engines enable data
consumers tointeract with the data, and the open
datalakehouse provides engine freedomso users
canchoose the best tool foreachworkload, including
Bl &reporting, Al& ML, and data engineering.

4. The optimization layer. Query accelerators like
indexing, in-memory caching, query planning, and
more accelerate query performance.

As aresult, the opendatalakehouse provides several
benefits above and beyond what data teams can
achieve with adatalake oradatawarehouse. It provides:

e Aunified view. By leveraging the flexibility and
scalability of object storage, organizations can
store and analyze structured, semistructured, and
unstructured data and make it accessible without
performing complextransformationsto move it
into proprietary formats.

e Asingle, consistent, high-performance version of
the data. Opentable formats provide transactional
guarantees, optimization capabilities like compaction
andvacuum, ease-of-management functionality
like schema evolution and hidden partitioning, and
time travelandrollback that make it easy torecover
frommistakes. The netresultis that datateamscan
easily deliverasingle, consistent, high-performance
view of the data forevery analytic use case.

e Enginefreedom. Theinteroperability of opentable
formats means that organizations can choose the
besttoolforeach analytic workload. Data teams
maintain full control over theirdata, and they are not
reliantonproprietary formats or data copies to meet
performance SLAs. Additionally,ina dataindustry
thatisrapidly advancing, data teams maintain the
ability to quickly adopt new tools and services.

e LowerTotal Cost of Ownership (TCO). The simplified
architecture of the open datalakehouse means
customers ultimately spendless money to achieve
betterresults. Businesses often achieve cost
savingsinthe form of eliminating complex Extract,
Transform & Load (ETL) or ELT processes and
maintaining multiple data copies associated with
legacy and cloud data warehouses, optimizing
query performance and storage utilization, and
making datateams more efficient and productive.

Approaches to Implementing
a DataLakehouse

Based onthe componentsinthe previous section,
there are several approaches toimplementing adata
lakehouse that broadly fallinto three buckets, primarily
based onthe organization’s choice of table format.

The Old Way: Hive Tables

Early datalakes used Hadoop Distributed File System
(HDFS) forcheap, efficient storage on premises, and
Hive tables were optimized for Hive SQL. Its primary
use case was batch ETL, butit struggled with latency
forBlandreportingworkloads, especially forqueries
thatrequired near-real-time orinteractive speed. These
challenges were primarily related to the architecture of
the table format, andits dependence on Hive Metastore.

As data continued to grow, so did the challenges of
managing Hive tables. They were primarily designed
forread-only workloads and not formanaging schema
changesorreads and writes from multiple engines.
As anexample, if partitions changed, orif columns
neededto change, the entire table would often need
toberebuilt,and downstream applications might also
beimpacted.

[11 Gartner. “Exploring Lakehouse Architecture and Use Cases.” January 11,2022, https://www.gartner.com/en/documents/4010269
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A Modern Alternative: Delta Lake
Modernopentable formats evolved to address the
architectural challenges of Hive tables. Delta Lake
isonesuchtable.ltisanopen-source solutionthat
leverages datalake storage solutionsincluding HDFS,
Amazon Simple Storage Service (Amazon S3), and
Microsoft Azure Data Lake Storage (Microsoft ADLS).
It wasinitially developed by Databricks and it extends
the capabilities of Apache Spark to provide robust data
management functionality, including ACID transactions,

dataversioning, schema enforcement, and time travel.

Similar to how Hive was optimized for HDFS, Delta Lake
is optimized for Spark.

However, Delta Lake may not be the best fit forall
enterprises. Here are a couple of scenarios that may
indicate the need forabetteroption.

1. Deltais optimized for Spark. However, integration
with otherenginesis not always available. Data
teamswho require special connectors, transfor-
mations, and self-built optimizations to use other
engines might experience performanceissues.

2. DeltalLake only supports Parquet files today. If data
isin ORC or Avro formats, datateams firstneed to
write the filesin Parquet, which creates additional
management overhead and cost.

3. Everytimein-place partitioning of atable evolves,
DeltalLake users mustrecreate eachtable, sotables
withinplace partitions that evolve regularly require
additionalmanagement overhead and cost.

4. If datateamshave to manage dataat scale, Delta
Lake may notbe the bestchoice. While Delta Lake
isscalable, someusersnote thatscalingdatainit
canbebothchallenging and expensive.

5. Although DeltaLake codeis opensource, one
vendor makes up well over 75% of the project’s
contributions. As aresult, many of theinnovations
and development priorities of the project are
dictated by how Databricks chooses to grow their
business. Additionally, DeltaLakeislimitedinterms
of the commercialand Open Source Software
(OSS) ecosystem aroundit, and the commercial
version of Delta Lake contains features that are not
inthe opensource version, so companies who value
openness andinteroperability should factorinthe
limitations of Delta Lake.
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Apache Iceberg: High-Performance
Analytics on Massive Datasets
Apachelcebergisanopentable format designed
specifically forhigh-performance analytics onlarge
volumes of data. It was initially developed by Netflix
to address the limitations and challenges associated
withmanaging and processing massive datasetsin
cloudstorage systemslike HDFS, Amazon S3, Azure
DatalLake Storage, Ozone, and more. By abstracting
the storage from the compute engines, Iceberg
provides the flexibility to connect any data store with
any engine. Byimplementing a new architecture that
maintains table metadatainits ownlayer, Iceberg
eliminates the dependency onmetastores, whichwas
one of the primary limitations for Hive tables.

Today, Iceberghas the fastest adoptionrate among
opentable formatsinthe market, anditis becoming
the de facto standard formany companies, primarily
due toits openness, its engine-agnostic architecture,
anditsvendor-neutral development. Iceberg currently
has the broadest commercial and Open-Source-
Software (OSS) ecosystem, the most diverse set of
committers, and the largest community among table
formats. Whereas Hive and Spark were tightly coupled
with theirrespective table formats, Iceberg enables
customersto choose any engine.

Apache Iceberg Features

Apachelcebergincludes many features that make it
easierthan everfordata teams to efficiently manage
anddeliveraccessto ahigh-performance view of their
datato all of theirdata consumers.

e Compaction: Icebergrewrites smallfilesintolarger
files to optimize read query performance. This feature
solves acommon challenge for customers who
areingesting smallfiles, suchasinastreaming or
amicro-batchingingestionworkload.

e Vacuum: The Vacuum feature removes unusedfiles
to optimize storage utilization.

e HiddenPartitioning: Icebergdoesnotrequire
user-maintained partition columns — it produces
partitionvalues forrowsin atable, and avoids
reading unnecessary partitions automatically.
Moreover, partitions can change overtime. The
netresultisthat datateams candeliverahigh-
performance view of the datain a table with lower
manual effort, evenasthe datainthe table changes
overtime.
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e SchemaEvolution: Iceberg supportsin-place table
evolution. Datateams canadd, drop, rename, update,
orreorder columnsin atable without rewriting the
physical datafiles.

e Time Travel and Rollback: Iceberg generatesa
snapshotwheneverusers create ormodify atable.
Snapshotsuse metadata pointerstorecreate aview
of the table atapointintime. The snapshot feature
enables datateamsto track and audithow a table
has changedovertime, and evenrollbackunwanted
changesandreturnthe table to aprevious state.

e Multi-Engine Support: No single executionengine
is optimized for every workload. Iceberg enables
datateamsand data consumersto choose theright
engine foreachworkload, whetheritis streaming
orbatchingestion, machine learning, exploratory B,
ortransactional processing.

ICEBERG CATALOG
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Unlike Hive tables, Apache Iceberg tables maintain their own metadata layer
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ClouderaDelivers an Open Data
Lakehouse Built onlceberg

Iceberg provides a strong foundationforanopendata
lakehouse, enabling easy data management and high
performance with the flexibility to manage Bl and
reporting, Al & ML, and data engineeringworkloads
with avariety of execution engines.

Clouderabuilds ontop of that foundation, providing
asingle platform forall analytic workloads that canbe
deployedinany public or private cloud, with optimiza-
tions for high-performance analytics, and with unified
security and governance across environments.

The lceberg opendatalakehouse with Cloudera
provides many advantages over traditional and cloud
datawarehouses and datalakehouse alternatives.

Eliminate Data Silos

Traditional approachesto datawarehousing workloads
inparticular came with some severe drawbacks as the
volumes andvariety of data grew: new datarequired
movement and transformationvia ETL or ELT processes,
and engines oftenrequired Bl cubes and extracts to
meet performance SLAs. These pipelines and data
copies became additional assets that datateams
needed to manage and maintain overtime, and data
consumers experienced bottlenecks fordataaccess
and performance. Managing multiple data copies
often meant that data consumers were not working
with the same version of the data. Additionally, the
entire stackbecame much more expensive to maintain.

The modern cloud data warehousing approachis built
onthis exact architectural pattern, exceptit'sinthe
cloud, and consumption-based pricing models often
incentivize those complexities forvendors.

Clouderabreaks downsilos by providing directaccess
tolcebergtablesinthe datalake, eliminating the need
foradditional datamovement, ETL processes, and data
copies. Datalands onetimeinobject storage, datais
presentedinlceberg, and multiple users canaccess
and leverage that data concurrently using theirengine
of choice, so every dataconsumeris workingwith a
consistentand accurate version of the data.
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Data Engineering Productivity
Datateamsinmany organizations spend the majority
of theirtimerespondingto support ticketsincluding
requests foraccess tonew data sources, dashboard
creation, performanceissues,and more. Infact, a
study of data teams conducted by Monte Carlo Data
foundthat nearly half of adataengineer’stimeis spent
ondataqualityissues, and nearly 74% of data teams
report “that business stakeholders oftenidentifyissues
first, suggesting areactive ratherthan proactive
approach to datamanagement.”®

By reducing architectural complexity withan open
datalakehouse onlceberg, dataengineers canspend
theirtime on more high-value projects. Cloudera
customers havereportedup toa20% improvement
indata productivity.

Support for Hybrid &

Multi-Cloud Deployments

Most businesses manage a distributedinfrastructure
with a mix of public clouds and on premises storage
solutions, with critical customerand operational data
storedin multiple locations. Clouderais the only open
datalakehouse that gives customers the ability to
deploy anywhere the dataresides, all connected by
acommon control plane and unified security and
governance solution, so data consumers have easy
accesstoall of theirdata, and datateams have a
consistent data management experience across all
of theirenvironments.

REST Catalog Integration

Cloudera supports the REST catalog specification,
anopen catalogimplementation forlceberg. This
integration enhancesinteroperability by enabling
accesstotablesinacatalogbyany Clouderaor
third-party execution engine that canread orwrite
tolceberg. It eliminates data silos, prevents data
duplication, simplifies data pipelines, andimproves
productivity across analytic tools and services while
reducing the Total Cost of Ownership. Cloudera
reinforcesits commitment to openness and builds
onthe benefits of the REST catalogwith end-to-end,
unified data security, governance, and metadata
management.

Multi-Engine Support for

Multi-Function Analytics

Cloudera provides multi-function capabilities that
coverthe entire datalifecycle, including streaming
and batchingestion, dataengineering, interactive and
exploratory analytics, machine learningand Al, and
more. Customers canleverage best-of-breed engines
andtools foreachworkload, enabling more data con-
sumerstoleverage datain theirroles.

Storage Duplication

Storage duplicationas aresult of additional data
movement, data copies, and distributed data stores
canleadtomany challenges, including stale data,
operationalinefficiencies, and additional costs.
By delivering access to asingle source of dataand
eliminating unnecessary processes, customers
typically seeup toa50%reductioninstorage costs.

s N
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Cloudera Al Co-Pilot Data 1t ; Data o
Al services Al Assistant Visualization ++1-+ i Qlik Science e
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ata Services = @ o e Oa
Data Flow Data Engineering Data Warehouse Machine Learning
Execution Engine Hive | Spark | Impala | Trino | Flink | NiFi — Any engine
United Data Access Metadata | Security | Encryption | Control | Governance | RESTCatalog
OpenTable Format ICEBERG{® — Any cloud
DataLake Storage HDFS | Ozone | AmazonS3 | ALDS | GCS | OnPremesisObjectStorage
|\ J
121 Monte Carlo Data. “The Annual State of Data Quality Survey.” March 2023. https://www.montecarlodata.com/blog-data-quality-survey
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Unified Security and Governance

Unified governanceis critical forcompanies managing
distributed data architectures. Datateamsneedto
democratize access to data forawide range of analytic
use cases while also centralizing security and governance
sothe datais safe, reliable, and highly available.

Cloudera provides a centralized control plane and unified
governance solution called Shared Data Experience
(SDX)thatintegrates withceberg to extend the value of
the metadata within the tables, providing full lineage of
allof the data fromthe sources to the presentationlayer.

By leveraging the snapshot feature of Iceberg, Cloudera
customers have access to a full history of the changes
made to atable, and they can evenuse time travel to
recreate acertainview oradashboard. Data scientists
who require Aland ML explainability canrecreate the
results of amodel at a specific pointintime. Finally, data
teams canfullyrollback atable torecover frommistakes.

With Cloudera, data teams maintain full, centralized
controland governance of theirenvironment, and data
consumers can easily access andleverage a consistent
and accurate view of their data.

The Safest Path From Trusted Data

to Trusted Al

Asbusinessleadersrace to capitalize onthe perceived
value of Al to the business, data teams are focusing on
the foundation of Almodels: the dataitself. Trusting the
datausedforAlinitiativesis paramount fororganizations
seekingaccurate andreliable insights. The value of
adopting anopendatalakehouse architectureisinits
flexibility for handling diverse data typesinasecure
and controlled environment, enabling data teams to
power trusted Almodels with trusted data at any scale.
With openmachine learningmodels, organizations can
move from historic andreal-time to predictive insights
that powerthe most transformative business use cases
in production today.

Insummary, the opendatalakehouse, built onlceberg
and powered by Cloudera, simplifies data architec-
tures, providesunmatched engine and deployment
flexibility, centralizes security and governance, and
empowers every dataconsumerto leverage theirdata
forreal-time and predictive analytics that create
businessvalue.
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Icebergand ClouderaHelp a
Social Media Company Scale
their Data Platform

AJapanese social media company specializingin
financial technology and business commerce
encountered several critical challengesintheirdata
management and scalability as data volumes grew.
They had trouble managing data silos across the
organization, keeping the data freshin all of those
silos, resolving data synchronizationissues, and
maintaining complexdata pipelines. And as theirdata
scaled, traditional methods of changing schemas and
partitionsinvolved multiple table rewrites, anditbecame
very expensive. Moreover,when datawaslockedinto
proprietary databases, visibility and access to that data
fornewerAluse caseswas difficultto deliver.

The company chose lcebergon Clouderaas the
solution to these challenges. By adoptinglceberg,
they established comprehensive data governance
practices, ensured scalability across their datainfras-
tructure, and achieved superior performance over
otherdata storage formats. By using open standards
and formats, they could provide access to data for
widerteams with more tools. This transformation
empowered them to meet theirbusiness goals effec-
tively and efficiently. The company’s Chief Data Officer
shared someinsightsinto theirlcebergimplementation
atarecent Clouderaonline event.

How does Apache Iceberg support the company’s
unique data management needs?

Changing table definitions oradding and deleting
columns fromatable overitslifecycleisinevitable. The
largerthe scale of the data, the more costly thisaction
canbecome.|cebergfacilitates schemachangesto
tables aswell as partial data changes. Existing data
formats may require data migrationwhen columns are
added ordeleted, orwhenatable definition changes.
Since lceberg can make changes while maintaining the
existing data, it has the potential for significant cost
savings onlarge-scale data platforms. This was a big
benefit forthe company.
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How hasIceberg on Cloudera enhanced data
processing and analytics?

Iceberg contributes to the scalability of concurrent
query update and delete operations. Traditional table
formats may require data migration, whichresultsin
temporary suspension of existing data pipelines while
adding or deleting data. This suspension caused a
surgeinsystemworkloads and, as aresult, increased
the amount of time needed to deliver data to users.
Alternatively, Iceberg can continue to update data
while maintaining data consistency and accuracy,
mitigating data pipeline-related delays due to data
changes. Therefore, reliable data canbe delivered to
analysts without a surge inworkloads. And the other
servicesintegratedin Cloudera’slakehouse, such as
streaming, machine learning, and Bl, provide one
platformforeverything, eliminating data movement
and datacopies.

How does Iceberg assistin overcoming data
management challenges?

Forglobal companies, itisimperative to comply with
the ever-changing policiesin different jurisdictions
and with global privacy regulations. The data team
needstobeagileinits datamanagement processes
as aresult. One of the benefits of Icebergisits change
resilience, enabling robust yet flexible datamanage-
ment, so users can expect significantimprovements
to addressing businessrisks and improving time to
service. Iceberghas afeature called time travel and
rollback, allowing datateams to view data at a specific
pointintime. Thisis useful fortracking the history of
changesand, if needed, restoring data to a previous
state. Forthe company, Icebergwill continue tobe one
of the core technologies that will support quality data
management now andinthe future.

Best Practices forImplementing
Apache Iceberg

The following best practices are compiled from conver-
sations, feedback, and projects with customers who
have implemented Iceberg Tables with Cloudera.
For customers pursuing an open datalakehouse
architecture, these tips canaccelerate the delivery of
high-performance views of the data, reduce storage
costs, and simplify datamanagement processes.

1.

10

Leverage In-Place Partition Evolution to break data
downinto more granular partitions, improving query
performance. Data consumers do notneed to know
how a table’s partitions have changed to write
performant queries thanks to hidden partitioning.

The Case foran Open Data Lakehouse Powered By Cloudera

. Enable metadata cachingtoreducerepeatedreads

of smalllceberg manifest files fromremote storage
by Impala Coordinators and the catalog. This caching
improves query performance planning by up to 12
times. Cloudera has contributed this feature to the
Iceberg open source community.

. Userow-level mutation to optimize tablesbased on

the analytic use case. Iceberg supports two types
of row-level mutations: Copy on Write, suitable for
batch processing and machine learning workloads,
and Merge onRead, whichis better for streaming
analytics orrealtime Bl. Understand specific use
cases and how datawillbeingested, processed,
and consumedtoimplement the properrow-level
mutation strategy.

. Accelerate query performance with materialized

views. Cloudera provides this popular data
warehouse capability onlcebergtablesto keep
queries performant. Materialized views are also
inlcebergtables, and are accessible by other
execution engines, so datateams can create,
maintain, and evolve their business viewsin an
interoperable format.

. Solve the smallfiles problem with data compaction.

When customersingest multiple small files, file-level
operations, such as opening, scanning, and closing
files, cansignificantlyimpact query performance.
Compactionrewrites small filesinto larger files,
accelerating performance. As with row-level muta-
tions, understand specific use cases and query
performance needs tounderstand how often
compactionjobs should be run.

. Expire snapshots periodically to reduce storage

costs. Snapshots should be expired based on
the organization’s dataretention policy, business
requirements, and use cases.

. Utilize compression to balance storage and perfor-

mance requirements. Uncompressed dataresults
inthe fastest queries, but also consumes the most
storage space. The Snappy Codec compresses
the data, resultingin a slower query butimproved
storage utilization. Gzip resultsin the lowest storage
requirement and the slowest queries. Choose the
compressionmethod that best fits withinend-user
SLAsforperformance.
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About Cloudera

Clouderaisthe only true hybrid platform for data,
analytics, and Al. With100x more data under
management than other cloud-only vendors,
Clouderaempowers global enterprises to transform
dataof alltypes, onany public or private cloud,
into valuable, trustedinsights. Ouropendata
lakehouse delivers scalable and secure data
management with portable cloud-native
analytics, enabling customers to bring GenAl
models to theirdata while maintaining privacy
andensuringresponsible, reliable Aldeployments.
The world’slargest brandsinfinancial services,
insurance, media, manufacturing, and government
rely on Clouderato be able touse theirdata
tosolve theimpossible — today andin the future.

Tolearnmore, visit Cloudera.comand follow
usonLinkedlnand X. Clouderaandassociated
marks are trademarks orregistered trademarks
of Cloudera, Inc. All other company and
product names may be trademarks of their
respective owners.
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